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Abstract: The high-cycle accumulation (HCA) model proposed by Niemunis et al. [16] predicts permanent deformations
due to a drained cyclic loading with many small cycles (i.e. N ≥ 103 cycles with strain amplitudes εampl ≤ 10−3). The
strain amplitude is the most important influencing parameter of the rate of strain accumulation ε̇acc. Based on tests on a
medium coarse sand, a square relationship ε̇acc ∼ (εampl)2 has been used in the HCA model so far. The new test results
presented in this paper indicate, however, that the exponent of the amplitude-dependence may vary between 1.3 and 2.4,
depending on the tested material. This comes out of 150 drained cyclic triaxial tests with 105 load cycles performed on 14
clean quartz sands with specially mixed grain size distribution curves. Consequently, an additional material constant Campl

has been introduced into the HCA model describing the amplitude dependence according to ε̇acc ∼ (εampl)Campl . The
additional parameter requires a revision of the simplified calibration procedure proposed by Wichtmann et al. [24] which
uses correlations between the HCA model parameters and granulometric (d50, Cu) or index properties (emin). Furthermore,
the new cyclic test data reveal that the existing correlations are inappropriate for well-graded granular materials (Cu ≥ 5).
Enhanced correlations suitable also for more well-graded sands are proposed in the paper. The possible error of a HCA
model prediction with parameters fully or partly determined from the correlations is discussed.
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1 Introduction
High-cycle accumulation (HCA) models predict permanent
deformations due to a cyclic loading with many cycles
(N ≥ 103) of small to intermediate strain amplitudes
(εampl ≤ 10−3). Such high-cyclic loading may be caused
by traffic (e.g. high-speed railways, magnetic levitation
trains), wind and wave action (e.g. onshore and offshore
wind power plants), machine foundations (e.g. gas turbines)
or repeated filling and emptying processes (e.g. tanks, si-
los, watergates). Several HCA models have been proposed
in the literature. The most recent ones are those of Pasten
et al. [17], Karg et al. [10], Abdelkrim et al. [1], Niemunis et
al. [16] and Suiker and de Borst [22]. A discussion of older
HCA models can be found in [23]. The present paper deals
with the model of Niemunis et al. [16]. Recent applications
of this model to a gas turbine or to offshore wind power
plants are described in [6, 27, 29].

The determination of the parameters used in the HCA
model of Niemunis et al. [16], quantifying the dependence
of the strain accumulation rate on strain amplitude, void
ratio, average stress and cyclic preloading, is quite labori-
ous. The full calibration procedure has been described in
detail in [25]. It needs several drained cyclic triaxial tests
with different stress amplitudes, initial densities and av-
erage stresses. Such calibration for eight different quartz
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sands has been documented in [24]. For a simplified calibra-
tion, Wichtmann et al. [24] have proposed correlations be-
tween the HCAmodel parameters and granulometric (mean
grain size d50, uniformity coefficient Cu = d60/d10) or in-
dex quantities (minimum void ratio emin). Some or even all
parameters of the HCA model can be estimated from these
correlations, reducing the number of necessary cyclic lab-
oratory tests. However, some of the correlations proposed
in [24] still showed a significant amount of scatter.

In order to confirm the correlations from [24] and to
adapt them to a wider range of d50- and Cu-values, 14 ad-
ditional quartz sands with specially mixed grain size dis-
tribution have been tested in approx. 150 drained cyclic
triaxial tests. However, the new test results reveal that a
revision of the amplitude function used in the HCA model
and thus also a revision of the correlation equations used
in the simplified calibration procedure is necessary. First,
the paper presents the new test results and discusses the
observed influence of the grain size distribution curve on
the rate of strain accumulation. Afterwards, the revision of
the amplitude function and the improved correlations be-
tween the HCA model parameters and d50, Cu and emin are
presented. An analysis of possible errors made by an esti-
mation of all or parts of the HCA model parameters from
these correlations is given.

For a detailed presentation of the equations of the HCA
model it is referred to [16] or [24].

The present study is restricted to quartz sands with a
subangular grain shape. The dependence of the cumula-
tive deformations under cyclic loading on the mineralogy
and the shape of the grains is the subject of our ongo-
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ing research. Sands of different origin, thus having different
grain shapes and mineralogy are currently being studied
in drained cyclic triaxial tests for that purpose. It is in-
tended to extend the correlations developed for clean quartz
sands presented in this paper by these grain characteristics.
This work will be presented in a separate publication in fu-
ture. Some factors being of secondary importance for quartz
sands may play an important role for sands with different
mineralogy. For example, grain crushing may significantly
accelerate the compaction in calcareous sands under cyclic
loading. Calcareous sands under drained cyclic loading were
tested e.g. in [4,8,9,12]. However, while some authors found
a considerable amount of particle breakage (e.g. [4]) some
others did not (e.g. [12]).

2 Tested materials and testing procedures
The 14 tested grain size distribution curves with a linear
shape in the semi-logarithmic scale are shown in Figure 1.
They were mixed from a natural fluvially deposited quartz
sand obtained from a sand pit near Dorsten, Germany. Be-
fore mixing, the sand has been decomposed into 25 grada-
tions between 0.063 mm and 16 mm grain size. The grain
shape is subangular. The influence of mean grain size d50
was studied in tests on the sands and gravels L1 to L7 (Fig-
ure 1a) which have mean grain sizes in the range 0.1 mm
≤ d50 ≤ 3.5 mm and the same uniformity coefficient Cu =
1.5. The Cu-influence was examined in tests on the mate-
rials L4 and L10 to L16 (Figure 1b) which have the same
mean grain size d50 = 0.6 mm while Cu varies between 1.5
and 8.
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Fig. 1: Tested grain size distribution curves

The cyclic triaxial devices (see the scheme in Figure 2)
and the testing procedure applied in the present study were
the same as described by Wichtmann et al. [24]. Four sim-
ilar triaxial devices with a pneumatic loading system were

used for the present study. The samples measuring 10 cm
in diameter and 20 cm in height were prepared by air pluvi-
ation. Afterwards they were saturated with de-aired water
and a back pressure of 200 kPa was applied. The quality
of saturation was checked by Skempton’s B-value. B-values
larger than 0.97 were achieved in all tests. The cell pressure
and the axial stress were then increased to the desired aver-
age stress of the test. The average stress was kept constant
for one hour until the cyclic axial loading was started.
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Fig. 2: Scheme of the used triaxial devices

Due to larger deformations the first irregular cycle was
applied with a low loading frequency of 0.01 Hz while a fre-
quency of 1 Hz was used for the subsequent 100,000 regular
cycles. The pore pressure measurements showed that free
drainage of pore water through the porous stones with 20
mm diameter located in the end plates at both sides of the
sample was ensured at this frequency, i.e. no significant os-
cillation or accumulation of pore water pressure occurred.
The only exception was the fine sand L1 where lower fre-
quencies of 0.01 or 0.1 Hz were necessary during the regular
cycles in order to guarantee full drainage. In that case only
2,000 or 10,000 regular cycles were tested.

The axial deformation was measured with a displace-
ment transducer attached to the load piston (Figure 2).
The system compliance was determined in preliminary tests
on a steel dummy and subtracted from the measured val-
ues. Volume changes were determined via the squeezed out
pore water using a burette system and a differential pres-
sure transducer. The axial load was measured at a load cell
located inside the pressure cell below the bottom of the
sample. Two pressure transducers were used for monitor-
ing cell pressure and back pressure. The data were recorded
during the first 25 cycles and during five cycles at N = 50,
100, 200, 500, . . . , 5 · 104 and 105. Typical recorded data
in terms of the axial strain ε1 are given in Figure 3. From

such data the elastic (εampl
1 ) and plastic (εacc1 ) portions of

strain have been evaluated as demonstrated in Figure 4.
For a more detailed explanation of the analysis of the raw
test data it is referred to [25].

For each sand four series of drained cyclic triaxial
tests were performed. The effective stress paths are shown
schematically in Figure 5. In the first series (Figure 5a)
three different deviatoric stress amplitudes qampl between
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Fig. 3: Increase of the axial strain with the number of cycles in
a drained cyclic triaxial test on sand L2
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20 and 80 kPa were tested, while the average stress σ
av

was kept constant. The initial densities of the samples were
similar. In the second series (Figure 5b), the initial rela-
tive density ID0 = (emax − e)/(emax − emin) was varied
between medium dense and dense, keeping the average and
cyclic stresses constant. For each material three or four
different densities were tested. The third test series (Fig-
ure 5c) was performed with different average mean pres-
sures in the range 50 kPa ≤ pav ≤ 300 kPa. The average
stress ratio ηav = qav/pav and the amplitude-pressure ratio
ζ = qampl/pav were the same in the four tests performed for
each sand. Finally, in the fourth test series (Figure 5d) the
average stress ratio ηav was varied between 0.50 and 1.25.
In the four tests performed for each sand, the average mean
pressure and the stress amplitude were constant. Each test
was performed on a fresh sample (i.e. no multistage test-
ing).

Since the HCA model predicts the accumulation due to
the regular cycles only (see Figure 4), the first irregular
cycle is not discussed in this paper.

Particle breakage has been examined on the medium
coarse sand S3 (d50 = 0.55 mm, Cu = 1.8, see Table 2)
tested in [24]. A sieve analysis using the standard sieves
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Fig. 5: Effective stress paths in the four series of cyclic triax-
ial tests performed on each sand: a) different deviatoric stress

amplitudes qampl, b) different initial relative densities ID0, c) dif-
ferent average mean pressures pav at a constant average stress
ratio ηav = qav/pav and d) different average stress ratios ηav at
a constant value of pav

complemented by several intermediate sieves (similar to the
sieving curves presented in Figure 1) has been undertaken
before and after the application of 105 cycles. No significant
change of the grain size distribution curve due to the cycles,
that means no particle breakage could be detected. How-
ever, it should be kept in mind that the accuracy of such
sieve analysis is limited. An automated grain shape anal-
ysis (similar to that described in [3]) using the program
ImageJ and pictures of the grains taken with a scanner has
been performed on another quartz sand (Karlsruhe sand,
d50 = 0.56 mm, Cu = 1.5). The grain shape parameters
(e.g. circularity, compactness, aspect ratio) determined be-
fore and after a cyclic test were similar. Therefore, particle
breakage has not been further studied in the framework of
the current experimental study. However, it should be men-
tioned that particle breakage due to cyclic loading has been
observed also for quartz sands [11].

3 Test results

As observed in the earlier study [24], the direction of
strain accumulation ε̇accq /ε̇accv , i.e. the ratio of deviatoric
and volumetric strain accumulation rates (εv = ε1 + 2ε3,
εq = 2/3(ε1 − ε3), the dot ṫ denotes a derivative with
respect to the number of cycles N), was found indepen-
dent of stress amplitude, initial density and average mean
pressure for all tested sands. This is evident from Figure
6a-c where the accumulated deviatoric strain εaccq is plot-
ted versus the accumulated volumetric strain εaccv . The data
are shown exemplary for selected sands. The directions of
the εaccq -εaccv strain paths from tests with different ampli-
tudes (Figure 6a), initial densities (Figure 6b) and average
mean pressures (Figure 6c) coincide. A similar dependence
of ε̇accq /ε̇accv on average stress ratio ηav = qav/pav as re-
ported in [2,13,24] was found in the present test series. The
increase of the deviatoric portion of the strain accumula-
tion rate with increasing average stress ratio ηav = qav/pav
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becomes clear from the εaccq -εaccv strain paths shown for se-
lected materials and different values of ηav in Figure 6d.
Based on the data from the present test series the direction
of strain accumulation (tensor m in the HCA model) is dis-
cussed in more detail in [26]. Therefore, a deeper inspection
of m is let out in the present paper. In the following, the
presentation of the test results concentrates on the inten-
sity of strain accumulation ε̇acc = ∂εacc/∂N , with ε being
the norm of the strain tensor, i.e. ε =

√
ε12 + 2ε32.

For some of the tested materials, the curves of permanent
strain εacc versus number of cycles N measured in three
tests with different stress amplitudes (20 kPa ≤ qampl ≤
80 kPa) are presented in Figure 7. All other parameters
(ID0, p

av = 200 kPa, ηav = 0.75) were kept constant in
these tests. The increase of the intensity of strain accu-
mulation ε̇acc with increasing stress amplitude, which is
evident in Figure 7, agrees well with results in the liter-
ature [5, 14, 18–21, 28]. In Figure 8 the permanent strain
after different numbers of cycles is given as a function of
strain amplitude. Since the strain amplitude slightly var-
ied with the number of cycles in the stress-controlled tests,
a mean value ε̄ampl = 1/N

∫

εampl(N)dN has been used
on the abscissa. The permanent strain on the ordinate has
been slightly corrected by dividing it through the void ra-
tio function f̄e of the HCA model. In that way the data
have been purified from the influence of slightly different
initial void ratios e0 and different compaction rates ė due
to the different stress amplitudes. The void ratio function
f̄e has been evaluated with a mean value of void ratio
ē = 1/N

∫

e(N)dN . The calibration of the HCA model
functions for the various sands (amongst others fe) is dis-
cussed in the next section. The data in Figure 8 confirm the
disproportionate increase of the intensity of accumulation
with increasing strain amplitude reported in [24].

However, the data in Figure 8 do not always obey
εacc/f̄e ∼ (ε̄ampl)2. The exponent 2 of the relationship be-

tween ε̇acc and εampl was one of the major assumptions in
the HCA model so far. It was corroborated by some other
experimental studies in the literature [14, 18, 19]. The new
test results show, however, that this exponent can be sig-
nificantly lower than 2 for some materials while it is higher
for some other sands. These findings necessitate a reformu-
lation of the HCA model function fampl (see next section).

The influence of the grain size distribution curve on
the rate of strain accumulation is inspected in Figure 9.
The permanent strain after 10,000 cycles is plotted ver-
sus mean grain size d50 or versus the uniformity coeffi-
cient Cu, respectively. All specimens were medium dense
(see the ranges of relative densities provided in Figure 7).
In accordance with the results reported by Wichtmann et
al. [24] the intensity of accumulation increases with decreas-
ing mean grain size and with increasing uniformity coeffi-
cient.

The lower accumulation rates for larger grains may be
due to a systematic change of grain shape or surface rough-
ness with varying d50. However, an automated grain shape
analysis (as described in Section 2) performed on the sands
of the present study after the completion of all tests did not
show a systematic dependence of grain shape parameters
like circularity, compactness or aspect ratio on grain size.
The lower total number of grains in a sample with larger
grain size could be another reason for the d50-dependence
observed in the triaxial tests. Inhomogeneities in the gran-
ular packing, leading to larger accumulation rates, become
more likely with increasing number of grains. A respec-
tive study with cyclic tests on samples of different size is
planned for the future.

A large uniformity coefficient Cu corresponds to a gran-
ular packing that consists of particles with a wide range
of grain sizes. The recent experimental findings agree well
with practical experience from vibratory compaction con-
struction sides that well-graded granular materials can be
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Fig. 8: Accumulated strain εacc/f̄e as a function of a mean value of strain amplitude ε̄ampl = 1/N
∫

εampl(N)dN (solid curves =
fitting of HCA model function fampl, see Table 1)

compacted more effectively than rather uniform materials
composed of particles with similar size.
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Figures 10 and 11 show results from the test series
with varying initial density of the specimens. The average
stress and the stress amplitude were kept constant within
the tests on a certain material. The accumulation curves
εacc(N) provided in Figure 10 and the plots of the per-
manent strain εacc versus a mean value of void ratio ē in
Figure 11 demonstrate the increase of the rate of strain ac-
cumulation with decreasing density, i.e. increasing void ra-
tio. This is in good accordance with the test results shown
in [5,7,14,20,21,24,28]. In Figure 11 the permanent strain
εacc has been divided by the amplitude function f̄ampl in or-
der to purify the data from the influence of slightly different
strain amplitudes. The strain amplitude εampl is somewhat
larger for lower initial densities.

The accumulation curves εacc(N) measured in the tests
with different average mean pressures pav are given in Fig-
ure 12. These test series were performed on medium dense
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Fig. 11: Accumulated strain εacc/f̄ampl as a function of a mean value of void ratio ē = 1/N
∫

e(N)dN (solid curves = fitting of HCA
model function fe, see Table 1)

specimens, with a constant average stress ratio ηav = 0.75
and a constant amplitude-pressure ratio ζ = qampl/pav. The
amplitude-pressure ratio ζ was chosen lower for sands show-
ing larger accumulation rates, i.e. it was ζ = 0.2 for the well-
graded sands and ζ = 0.4 for the coarse uniform sands. For
a certain material, the accumulation curves εacc(N) mea-
sured for different average mean pressure nearly coincide
(Figure 12). The curves for the lowest tested pressure pav

= 50 kPa lie at the upper bound of the εacc(N) data for
some materials (e.g. L12) while they are located at the lower
bound in some other cases (in particular in case of gravel
L7). This is due to the fact that the pressure-dependence
of the strain accumulation rate ε̇acc depends on the grain
size distribution curve (Figure 13).

Keeping ηav and ζ constant implies an increase of the
strain amplitude with increasing average mean pressure due
to the pressure-dependence of the secant stiffness [24]. The

different strain amplitudes have been considered in Fig-
ure 13 where the permanent strain has been divided by
the amplitude and void ratio functions of the HCA model
and plotted versus pav. The decrease of the intensity of
accumulation with increasing average mean pressure is ob-
vious in Figure 13. It agrees well with the simple shear
test data in [5]. The pav-dependence of ε̇acc becomes more
pronounced with increasing number of cycles but less pro-
nounced with increasing mean grain size d50 of the tested
material. For the coarsest tested material L7 the pressure-
dependence of the rate of strain accumulation is very small,
in particular for higher N -values (Figure 13).

An increase of the rate of strain accumulation with in-
creasing average stress ratio ηav was observed for all tested
materials. It becomes clear from Figures 14 and 15, which
compare the strain accumulation curves εacc(N) for differ-
ent ηav-values or show the permanent strain after different

6



Wichtmann et al. Soil Dynamics and Earthquake Engineering, Vol. 70, pp. 118-132, 2015

0

0.2

0.4

0.6

0.8

1.0

1.2 pav [kPa] =

 50

 100

 200

 300

ζ = 0.30

ID0 = 0.63 - 0.66

100 101 102 103 104 105

Number of cycles N [-]

A
c
c
. 

s
tr

a
in

 ε
a

c
c
 [

%
]

Sand L1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

ζ = 0.40

ID0 = 0.59 - 0.72

Sand L7

100 101 102 103 104 105

Number of cycles N [-]

A
c
c
. 

s
tr

a
in

 ε
a

c
c
 [

%
]

pav [kPa] =

 50

 100

 200

 300

0

0.5

1.0

1.5

2.0

2.5

3.0 pav [kPa] =

 50

 100

 200

 300

ζ = 0.20

ID0 = 0.62 - 0.68

Sand L12

100 101 102 103 104 105

Number of cycles N [-]

A
c
c
. 

s
tr

a
in

 ε
a

c
c
 [

%
]

0

1

2

3

4

5 pav [kPa] =

 50

 100

 200

 300

ζ = 0.20

ID0 = 0.62 - 0.66

Sand L14

100 101 102 103 104 105

Number of cycles N [-]

A
c
c
. 

s
tr

a
in

 ε
a

c
c
 [

%
]

0

1

2

3

4

5

6 pav [kPa] =

 50

 100

 200

 300

Sand L16

100 101 102 103 104 105

Number of cycles N [-]

A
c
c
. 

s
tr

a
in

 ε
a

c
c
 [

%
]

ζ = 0.20

ID0 = 0.64 - 0.70

300 kPa 50 kPa 50 kPa

0

0.2

0.4

0.6

0.8

1.0

1.2 Sand L5pav [kPa] =

 50

 100

 200

 300

ζ = 0.40

ID0 = 0.63 - 0.69

100 101 102 103 104 105

Number of cycles N [-]

0

0.2

0.4

0.6

0.8

1.0

1.2 pav [kPa] =

 50

 100

 200

 300

ζ = 0.30

ID0 = 0.60 - 0.63

Sand L3

100 101 102 103 104 105

Number of cycles N [-]

A
c
c
. 

s
tr

a
in

 ε
a

c
c
 [

%
]

A
c
c
. 

s
tr

a
in

 ε
a

c
c
 [

%
]

0

0.5

1.0

1.5

2.0

2.5 pav [kPa] =

 50

 100

 200

 300

ζ = 0.30

ID0 = 0.58 - 0.63

Sand L10

100 101 102 103 104 105

Number of cycles N [-]

A
c
c
. 

s
tr

a
in

 ε
a

c
c
 [

%
]

50 kPa

50 kPa

d50 = 0.1 mm

Cu = 1.5
d50 = 0.35 mm

Cu = 1.5

d50 = 1.1 mm

Cu = 1.5

d50 = 3.5 mm

Cu = 1.5

d50 = 0.6 mm

Cu = 8

d50 = 0.6 mm

Cu = 5

d50 = 0.6 mm

Cu = 3

d50 = 0.6 mm

Cu = 2

Fig. 12: Accumulation curves εacc(N) measured in tests with different average mean pressures pav (all tests: ηav = 0.75, ζ = qampl/pav).
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Fig. 13: Accumulated strain εacc/(f̄amplf̄e) as a function of average mean pressure pav (solid curves = fitting of HCA model function
fp, see Table 1)

numbers of cycles as a function of the normalized average
stress ratio Ȳ av, respectively (Ȳ av = 0 for isotropic stresses,
Ȳ av = 1 on the critical state line, see [24]).

The shape of the curves εacc(N) can be judged from Fig-
ures 7, 10, 12 and 14, and from Figure 16 where the εacc(N)
data have been divided by the functions f̄ampl, f̄e, fp and
fY of the HCA model (calculated with the constants given
in columns 7 to 13 of Table 2), that means the data were
purified from the influences of amplitude, void ratio and
average stress. For uniform sands (Cu ≤ 2) the permanent
strain increases almost proportional to ln(N) up to at least
N = 104 cycles. At N > 104 for some of the sands L1 to
L7 (see e.g. L1 and L3 in Figure 7) the permanent strain
grows faster than proportional to ln(N). With increasing
grain size of the uniform granular material the accumu-
lation curves εacc(N) up to N = 105 become more and
more linear in the semi-logarithmic scale. For the coarsest

tested material L7 they are almost perfectly linear in most
tests. The curves εacc(N) for the more well-graded sands
(Cu ≥ 2.5) show a curvature in the log-linear plots, which
becomes more pronounced with increasing uniformity coef-
ficient Cu (compare e.g. the data for L10 and L16 in Figures
7, 10, 12 and 14). These findings show that the shape of the
permanent strain accumulation curves εacc(N) significantly
depends on the grain size distribution curve of the tested
material, which confirms the results of the earlier study
documented by Wichtmann et al. [24].

Differences in the shape of the accumulation curves
reported in the literature - sometimes logarithmic func-
tions εacc ∼ ln(N) and sometimes power laws εacc ∼ Na

are reported suitable to approximate the measured curves
εacc(N) - may thus be due to the different grain size distri-
bution curves of the tested materials. Based on the present
test data, logarithmic functions seem not to be suitable for
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Fig. 14: Accumulation curves εacc(N) measured in tests with different average stress ratios ηav (all tests: pav = 200 kPa). Black solid
curves = recalculation with HCA model and parameters in columns 14 to 20 of Table 2. Gray dashed curves = recalculation with
parameters estimated from correlations (2) to (8).
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Fig. 15: Accumulated strain εacc/(f̄amplf̄e) as a function of normalized average stress ratio Ȳ av (solid curves = fitting of HCA model
function fY , see Table 1)

well-graded sands (e.g. L12 - L16 in Figure 7) while power
laws are inappropriate for coarse uniform materials (e.g. L7
in Figure 7). In contrast, the function fN used in the HCA
model of Niemunis et al. [16], consisting of a logarithmic
and a linear portion, is flexible enough to approximate var-
ious shapes of measured εacc(N) curves satisfactorily (see
recalculations of tests discussed in the next section).

4 Determination of HCA model parameters and
recalculations of tests

In the HCA model of Niemunis et al. [16] the intensity of
accumulation is described by the following equation

ε̇acc = fampl ḟN fe fp fY fπ (1)

The factors of Eq. (1) are summarized in Table 1. The
revision of the amplitude function fampl compared to [16] is
commented below. The factor fπ for polarization changes

Function Const.

fampl =
(

εampl/10−4
)Campl Campl

ḟN =
CN1CN2

1 + CN2N
+ CN1CN3 CN1, CN2, CN3

fp = exp [−Cp (pav/(100 kPa)− 1)] Cp

fY = exp
(

CY Ȳ av
)

CY

fe =
(Ce − e)2

1 + e

1 + emax

(Ce − emax)2
Ce

Table 1: Summary of the functions and material constants of
the HCA model

is equal to 1 for the triaxial tests with uniaxial (vertical)

cyclic loading performed in this study. The function ḟN for
the influence of cyclic preloading given in Table 1 applies
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Fig. 16: Curves εacc(N)/(f̄ampl f̄efpfY ), fitting of function fN = CN1 [ln(1 +CN2N) + CN3N ]

for the simplest case of a cyclic loading with constant strain
amplitude εampl only. For the general formulation using a
preloading variable gA it is referred to [16]. Based on the
data shown in Figures 8, 11, 13, 15 and 16, the parameters
of the HCA model have been first determined ”by hand”
as described in [24, 25].

As mentioned above not all materials tested in the
present study obeyed the relationship ε̇acc ∼ (εampl)2, i.e. a
square dependence of the strain accumulation rate on strain
amplitude. Up to now such relationship with a fixed expo-
nent 2 had been implemented into the HCA model [24,25].
In order to enable the HCA model to reproduce the present
test results, an additional material constant Campl has now

been introduced according to ε̇acc ∼ (εampl)Campl . In con-
trast to [24, 25], the amplitude function fampl of the HCA

model is thus defined as fampl = (εampl/10−4)Campl in the
following (see Table 1). The additional material parameter
in fampl renders the calibration procedure somewhat more
laborious. Since fampl is necessary to purify the data in
Figure 11 and fe is used on the ordinate in Figure 8, the
determination of the parameters Campl and Ce has now to
be done by iteration. Having determined Campl and Ce, the
remaining parameters Cp, CY , CN1, CN2 and CN3 can be
obtained as described in [25]. All parameters determined
”by hand” for the 14 sands L1 - L7 and L10 - L16 tested
in this study are given in columns 7 to 13 of Table 2. The
test data for the eight sands S1 - S8 documented in [24]
have also been re-analyzed allowing Campl 6= 2.0. The HCA
model parameters obtained for these sands are also pro-
vided in Table 2. For the 22 sands in Table 2, the parame-
ter Campl takes values between 1.43 and 2.22 which justifies
the introduction of this parameter in the HCA model.

After having calibrated all parameters ”by hand”, a fine-
tuning of the sets of parameters using an element test pro-
gram with an automated optimization algorithm was un-
dertaken. It should be noted that this element test program
is not based on Niemunis’ Incremental Driver [15]. While
Incremental Driver can be used to check conventional con-
stitutive models (in the context of HCA models used for the
so-called ”implicit” phases of the calculation), the element

test program applied in the present study is customized for
simulations with the HCA model. The program implements
the equations of the HCA model, i.e. it calculates only the
development of residual strain with increasing number of
cycles. The boundary and initial conditions of each test
(pav, ηav, e0) and the measured strain amplitude εampl(N)
are used as input, while the accumulation curves εacc(N)
are received as output.

The user specifies minimum and maximum values for
each HCA model parameter, as well as an increment. These
values can be chosen based on the parameters obtained
from the previous by hand calibration. The algorithm calcu-
lates the accumulation curves εacc(N) for all combinations
of the HCA model parameters within the specified limits,
using the prescribed increments. From all tested combina-
tions the set of parameters with the smallest deviations
between the predicted εacc values and the residual strains
measured in the laboratory tests is chosen as the optimum
one. This deviation is judged by summing up the squared
errors calculated for all data points (N , εacc) involved in the
simulation. The algorithm is robust, that means it always
finds the global minimum of the sum of the squared errors
within the specified limits of the parameters. However, it
is not immune against an inappropriate choice of the limits
or too large increments of the parameters. A minimization
of the sum of absolute error values has been also tried out
with the element test program. However, the parameters
hardly differed from those obtained for squared errors.

It is convenient to optimize the parameters Campl, Ce,
. . . one after another. For example, in order to determine
the optimum value of Campl, the simulations can be re-
stricted to the tests with different stress amplitudes. The
parameters Campl and CN1 (a second degree of freedom is
necessary) are then varied within the specified limits while
all other parameters Ce, Cp, . . . are kept constant on their
values previously determined in the by hand calibration.
Afterwards the parameter Ce can be optimized, by simu-
lating the tests with different densities and varying Ce and
CN1. An optimization of Cp and CY in a similar manner
follows. Finally, the parameters CN1, CN2 and CN3 are
optimized by recalculating all element tests available for
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a certain material. While Campl, Ce, Cp and CY are kept
constant on their previously determined optimum values
in these simulations, the parameters CN1, CN2 and CN3

are varied until the best approximation of the experimen-
tal data is found. The parameters given in columns 14 -
20 of Table 2 have been determined in such a consecutive
procedure.

The optimized parameters differ slightly from those ob-
tained ”by hand” due to some simplifications of the ”by
hand” method [25]. The span of Campl (1.33 to 2.43) is even
larger in case of the parameters optimized by the element
test program.

The accumulation curves εacc(N) resulting from a recal-
culation of the laboratory tests with the HCA model using
the parameters in columns 14 to 20 of Table 2 have been
added as black solid curves in Figures 7, 10, 12 and 14. In
most cases the differences between the experimental and
the calculated data are small, confirming the good predic-
tion of the HCA model. For some sands slightly too low ac-
cumulation rates are predicted for small pressures (Figure
12), due to deficits of the function fp of the HCA model [24].
The parameters determined ”by hand” (columns 7 to 13 of
Table 2) deliver a similar prediction.

5 Simplified calibration procedure
In [24] correlations of the HCA model parameters with d50,
Cu and emin have been developed since these three quanti-
ties can be easily determined by standard laboratory tests.
Furthermore, the HCA model parameter Ce can be inter-
preted as the minimum void ratio that can be reached by
cyclic loading, since the rate of accumulation vanishes in
case e = Ce. Therefore, it is reasonable to correlate Ce with
the minimum void ratio emin obtained from standard proce-
dures. For the linear grain size distribution curves tested in
the present study the curvature index Cc = (d30)

2/(d10d60)
is directly related to Cu according to Cc = (1/Cu)

1/5, ly-
ing in the range 0.66 ≤ Cc ≤ 0.92 for all tested materials.
Therefore, the influence of Cc on the HCA model param-
eters cannot be quantified independently. In order to keep
the correlations as simple as possible they have been only
formulated with d50, Cu and emin.

In Figure 17 the HCA model parameters Campl, Ce, Cp,
CY , CN1, CN2 and CN3 determined for the 22 sands (Ta-
ble 2) are plotted versus mean grain size d50, uniformity
coefficient Cu or minimum void ratio emin, respectively.

The parameterCampl correlates neither with d50 nor with
Cu (Figure 17a,b). The diagram in Figure 17a contains only
the data for the uniform sands or gravels L1 to L7 and S1
to S6, i.e. materials with Cu-values within a relatively nar-
row range (1.4 ≤ Cu ≤ 1.9). The diagram in Figure 17b
collects the data for the sands L4, L10 to L16 and S3, S7
and S8 with similar values of mean grain size (0.52 mm
≤ d50 ≤ 0.60 mm). Therefore, in both diagrams one pa-
rameter of the grain size distribution curve has been kept
approximately constant while the other one varies signifi-
cantly (0.1 mm ≤ d50 ≤ 3.5 mm in Figure 17a, 1.5 ≤ Cu ≤
8 in Figure 17b). However, no clear tendencies concerning a
dependence of Campl on d50 or Cu can be observed in these
two diagrams. Therefore, for a simplified calibration it is
recommended to use the mean value of all tested materials
(solid line in Figure 17a,b):

Campl = 1.70 (2)

Obviously, this mean value is lower than the constant ex-
ponent Campl = 2 implemented in the HCA model so far.
The parameter Ce decreases with increasing mean grain
size and with increasing uniformity coefficient, at least up
to Cu = 5 (Figure 17c,d). A correlation of Ce with emin is
provided in Figure 17e and can be described by

Ce = 0.95 · emin (3)

(solid line in Figure 17e). The values of Cp and CY plotted
in Figure 17f-i were determined from a new analysis of the
test data with Campl and Ce calculated from Eqs. (2) and
(3). Hardly any dependence of Cp and CY on the unifor-
mity coefficient could be found (Figure 17g,i). Cp decreases
with increasing mean grain size (Figure 17f) which can be
approximated by

Cp = 0.41 · [1− 0.34 (d50[mm]− 0.6)] (4)

(solid curve in Figure 17f). According to Eq. (4), the inten-
sity of accumulation is independent of the average mean
pressure for a mean grain size d50 ≈ 3.5 mm. This agrees
well with the data for the fine gravel L7 (Figure 13). The
increase of ε̇acc with increasing pav predicted by Eq. (4) for
d50 > 3.5 mm has not been confirmed experimentally yet.
The larger parameters CY for larger mean grain sizes are
captured by the following correlation (solid curve in Figure
17h):

CY = 2.60 · [1 + 0.12 ln(d50[mm]/0.6)] (5)

The data for CN1, CN2 and CN3 in Figure 17j-o have been
obtained from a re-analysis of the test data with Campl, Ce,
Cp and CY calculated from Eqs. (2) to (5). CN1 decreases
with increasing mean grain size and increases with increas-
ing uniformity coefficient (Figure 17j,k). CN2 increases with
d50 and decreases with Cu (Figure 17l,m) while CN3 de-
creases with d50 and increases with Cu (Figure 17n,o). The
large scatter of data in Figure 17n is due to the fact, that
for uniform sands CN3 describes the accumulation rates at
large numbers of cycles and could be better evaluated from
long-term tests with N > 105 cycles. The data in Figure
17j-o can be approximated by the following equations (solid
curves):

CN1 = 4.5 · 10−4 · [1− 0.306 ln(d50[mm]/0.6)]

· [1 + 3.15 (Cu − 1.5)] (6)

CN2 = 0.31 · exp[0.39 (d50[mm]− 0.6)]

· exp[12.3(exp(−0.77Cu)− 0.315)] (7)

CN3 = 3.0 · 10−5 · exp[−0.84 (d50[mm]− 0.6)]

· [1 + 7.85 (Cu − 1.5)]0.34 (8)

Since the experimental data for Cu < 1.5 is limited, it is rec-
ommended to evaluate Eqs. (6) to (8) with Cu = 1.5 in case
of sands with Cu < 1.5. The curve-fitting leading to Eqs.
(2) to (8), i.e. to the solid curves in Figure 17 has been per-
formed using the program Origin with the method of least
squares and the Levenberg-Marquardt algorithm for iter-
ations. Alternatively, a curve-fitting with a minimization
of the absolute errors has been also performed, resulting
into the dashed curves in Figure 17. Although the absolute
error method is less susceptible for outliers, the solid and
the dashed curves in Figure 17 do not differ much in most
cases. The largest differences are obtained for the param-
eter CN1 at low d50 values (about 7 %) and for CN2 at
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Sand d50 Cu emin emax = ϕc calibrated ”by hand” according to procedure in [25] optimized with element test program

eref Campl Ce Cp CY CN1 CN2 CN3 Campl Ce Cp CY CN1 CN2 CN3

[mm] [-] [-] [-] [◦] [-] [-] [-] [-] [10−4] [-] [10−5] [-] [-] [-] [-] [10−4] [-] [10−5]

L1 0.1 1.5 0.634 1.127 33.4 1.60 0.60 0.40 1.84 5.61 0.328 8.79 1.69 0.60 0.40 1.99 0.485 0.30 10.5
L2 0.2 1.5 0.596 0.994 32.9 1.43 0.64 0.29 1.94 16.8 0.137 5.37 1.33 0.65 0.30 1.89 18.0 0.15 6.0
L3 0.35 1.5 0.591 0.931 33.1 1.76 0.59 0.69 2.72 10.5 0.185 2.02 1.85 0.61 0.55 3.00 8.25 0.24 2.1
L4 0.6 1.5 0.571 0.891 32.8 1.92 0.55 0.53 2.52 5.07 0.197 2.76 1.97 0.57 0.52 2.82 4.35 0.30 3.5
L5 1.1 1.5 0.580 0.879 33.6 1.77 0.52 0.29 2.77 2.77 0.303 1.86 1.84 0.54 0.32 3.14 2.50 0.54 2.0
L6 2.0 1.5 0.591 0.877 35.0 1.70 0.56 0.12 2.57 3.01 0.576 0 1.64 0.58 0.11 2.72 3.66 0.89 0.1
L7 3.5 1.5 0.626 0.817 36.4 1.46 0.51 0.11 3.49 1.41 0.907 0 1.48 0.51 0.09 3.49 1.28 0.96 0
L10 0.6 2 0.541 0.864 33.1 1.53 0.53 0.36 2.21 19.3 0.0439 5.74 1.67 0.53 0.32 2.37 13.4 0.075 5.5
L11 0.6 2.5 0.495 0.856 33.2 2.03 0.50 0.42 2.41 23.3 0.0257 8.18 2.43 0.53 0.50 2.89 15.4 0.040 13.5
L12 0.6 3 0.474 0.829 33.6 1.40 0.47 0.39 2.70 51.4 0.0131 7.74 1.60 0.48 0.44 3.02 36.0 0.016 10.5
L13 0.6 4 0.414 0.791 33.6 1.68 0.40 0.39 2.44 53.6 0.00969 6.85 1.85 0.40 0.34 3.12 26.6 0.0090 10.0
L14 0.6 5 0.394 0.749 33.1 2.06 0.32 0.66 2.67 46.6 0.00817 5.70 2.34 0.34 0.45 3.29 23.0 0.0065 7.5
L15 0.6 6 0.387 0.719 33.0 1.76 0.33 0.55 2.15 68.6 0.00732 6.67 1.97 0.34 0.44 2.69 41.2 0.0070 7.5
L16 0.6 8 0.356 0.673 33.2 1.36 0.31 0.23 1.99 107 0.00611 8.78 1.53 0.31 0.23 2.45 79.2 0.0050 8.0

S1 0.15 1.4 0.612 0.992 32.0 1.48 0.59 0.27 1.76 8.58 0.266 3.27 1.50 0.57 0.33 1.69 8.20 0.28 2.5
S2 0.35 1.9 0.544 0.930 32.7 1.50 0.56 0.55 2.56 9.04 0.264 1.17 1.56 0.50 0.51 2.92 5.10 0.32 0.5
S3 0.55 1.8 0.577 0.874 31.2 1.70 0.54 0.28 1.85 4.42 0.402 4.77 1.76 0.53 0.42 2.06 3.60 0.42 5.0
S4 0.84 1.4 0.572 0.878 32.9 2.22 0.56 0.67 2.82 2.24 0.426 3.30 2.13 0.58 0.49 3.19 2.90 0.38 2.5
S5 1.45 1.4 0.574 0.886 33.2 1.64 0.48 0.33 2.52 3.30 0.534 0 1.74 0.53 0.35 2.78 3.40 0.84 0
S6 4.4 1.3 0.622 0.851 37.2 1.47 0.42 0.09 2.85 0.79 1.187 0 1.38 0.41 -0.04 2.84 0.72 1.24 0
S7 0.55 3.2 0.453 0.811 33.1 1.56 0.44 0.48 2.00 54.4 0.024 5.60 1.83 0.45 0.52 2.76 2.90 0.04 8.0
S8 0.52 4.5 0.383 0.691 34.2 1.72 0.36 0.48 2.82 94.7 0.0055 6.91 1.89 0.36 0.50 3.76 52.0 0.0045 4.5

Table 2: HCA model parameters for the 14 sands L1 - L7 and L10 - L16 tested in the present study and for the eight sands S1 - S8
from [24] (data re-analyzed with Campl 6= 2.0). The minimum and maximum void ratios emin and emax were determined according to
German standard code DIN 18126. ϕc is the critical friction angle.
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large mean grain sizes (about 35 %, relating to the values
from the least squares fitting). However, since it is recom-
mended to determine the parameters CN1 and CN2 from
laboratory tests (see remarks below) and to use Eqs. (6)
and (7) for rough estimations in preliminary studies only,
these differences are of minor importance.

For a given sand, the HCA model parameters Campl, Ce,
Cp, CY , CN1, CN2 and CN3 can be determined in different
ways, with different experimental effort and accuracy:

1. All parameters are determined in drained cyclic triax-
ial tests.

2. Some parameters are estimated from Eqs. (2) to (8)
while the other ones are determined in drained cyclic
triaxial tests. Figure 18 shows the variation of the ac-
cumulation curves predicted by the HCA model if a
single parameter is either increased or decreased by 10
% (sensitivity analysis). Obviously the model predic-
tion is very sensitive to changes in Ce. Therefore, two
important cases of a mixed determination procedure
are:

• The parameters Campl, Ce, Cp and CY are esti-
mated from Eqs. (2) to (5). The parameters CN1,
CN2 and CN3 are determined from a single cyclic
test.

• The parameters Campl, Cp and CY are estimated
from Eqs. (2), (4) and (5). The parameters Ce,
CN1, CN2 and CN3 are determined from at least
three tests with different initial densities.

These two procedures are recommended if the number
of cyclic laboratory tests has to be kept at a minimum.

3. All parameters are estimated from the correlations
given by Eqs. (2) to (8). This option is recommended
only for very rough estimations, e.g. in the preliminary
design phase of foundations subjected to high-cyclic
loading.
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parameter decreased or increased by 10 %.

6 Comparison of old [24] and new correlations by
means of statistical measures

In Table 3 the new correlations (2) to (8) are compared
to those proposed in [24] by means of different statistical
parameters defined as follows (xi = independent variable,
yi = dependent variable, f(xi) = model prediction, i =
1, 2, . . . , N):

• Standard deviation of the residuals (chi-square divided
by the number of degrees of freedom, DOF = number
of data points - number of fitting parameters):

χ2

DOF
with χ2 =

N
∑

i

[yi − f(xi)]
2 (9)

• Goodness of fit (ȳ = mean value of all yi values):

R2 = 1− χ2

∑

[yi − ȳ]2
(10)

• Mean deviation:

MD =
1

N

N
∑

i=1

|f(xi)− yi| (11)

• Root mean squared error:

RMSE =
√

χ2/N (12)

The lower the values of χ2/DOF , MD or RMSE and the
higher the R2 value are, the better is the fitting of the data
by the chosen function.

Note that R2 is approximately zero if the data for a
certain parameter do not show any clear tendencies with d50
and Cu and thus has been approximated by constant values.
In that case f(xi) and ȳ are almost identical, leading to
R2 ≈ 0 according to Eq. (10). For example, in [24] constant
values have been proposed for an estimation of Cp and CY .
Consequently, the corresponding R2 values in Table 3 are
almost zero. The relatively low value of R2 = 0.31 in case
of CY determined from Eq. (5) is due to similar reasons:
The d50-dependence is relatively small (Figure 17h) and no
Cu-influence can be found in the data (Figure 17i). If only
the CY (d50) data in Figure 17h are analyzed, letting away
the CY (Cu) values in Figure 17i, a somewhat larger R2 =
0.46 is obtained. In such cases of almost constant or only
slightly varying data the quality of a curve-fitting can be
better judged by other parameters like χ2/DOF , MD or
RMSE.

Regression error characteristic (REC) curves have been
plotted in Figure 19. These curves show the percentage of
data predicted within a certain tolerance versus the toler-
ance |f(xi) − yi|. The diagrams compare the REC curves
obtained from Eqs. (3) - (8) and the data in Figure 17 with
those generated based on the correlations and data pre-
sented in [24]. Looking at Table 3 and Figure 19, the new
correlations (2) - (8) seem to have no clear advantage over
those proposed in [24]. However, apart from the fact that
Eqs. (2) - (8) are based on significantly more experimental
data, as discussed in the next section the new correlations
deliver a much better prediction for well-graded granular
materials.
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Ce Cp CY CN1 CN2 CN3

χ2 (2)-(8) 0.0014 0.010 0.157 9.4·10−7 0.013 3.0·10−10

/DOF [24] 0.0002 0.027 0.237 7.3·10−7 0.013 3.5·10−10

R2 (2)-(8) 0.86 0.71 0.31 0.90 0.79 0.76

[24] 0.96 0.00 −0.01 0.94 0.94 0.63

MD (2)-(8) 0.0268 0.079 0.321 4.4·10−4 0.068 1.1·10−5

[24] 0.0117 0.115 0.400 3.9·10−7 0.068 1.1·10−5

RMSE(2)-(8) 0.0356 0.096 0.388 9.4·10−4 0.109 1.6·10−5

[24] 0.0141 0.154 0.456 6.8·10−4 0.092 1.5·10−5

Table 3: Statistical parameters evaluated for the correlations (2)
- (8) and for the correlations proposed in [24]
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Fig. 19: REC curves showing the percentage of data pre-
dicted within a certain tolerance (accuracy) versus the tolerance
|f(xi)−yi| (absolute deviation). Black solid curves: Correlations
(2)-(8); Gray dashed curves: Correlations from [24].

7 Inspection of prediction quality using (partly)
estimated HCA model parameters

The prediction quality of the HCA model with parameters
determined in different ways has been inspected by recalcu-
lations of the laboratory tests. The bar charts in Figure 20
show the average values of the deviation between predicted
(εaccpred) and measured (εaccmeas) permanent strain, either in

percentage (|εaccpred − εaccmeas|/εaccmeas, Figure 20a) or in abso-

lute values (|εaccpred − εaccmeas|, Figure 20b). Figure 20 is based

on the data of all 22 sands at cycle numbers N = 102, 103,
104 and 105. Obviously, the best prediction is achieved if all
parameters are determined from cyclic tests. The parame-
ters optimized with the element test program (first column
in Figure 20, parameters from columns 14 - 20 in Table
2) deliver a slightly better prediction than the parameters
calibrated ”by hand” (second column in Figure 20, param-
eters from columns 7 - 13 in Table 2). In both cases the
deviations are due to the scatter of experimental data or
deficits of the HCA model functions (i.e. fp at p = 50 kPa)
only.

The prediction is less accurate if all parameters are de-
termined from the correlations (2) - (8) (third column in
Figure 20). The accumulation curves εacc(N) predicted by
the HCA model with all parameters estimated from the
correlations (2) to (8) have been also added as gray dashed
curves in Figures 7, 10, 12 and 14. The lower prediction
quality is also obvious in those figures.

The permanent strains measured for the more well-
graded granular materials L14, L15 and L16 (Cu ≥ 5) are
significantly over-estimated by the correlations proposed
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cyclic tests, calibrated by hand (Table 2, columns 7-13)

correlations (2) - (8)

Campl, Cp, CY from correlations (2), (4) and (5), Ce, CN1, 

CN2, CN3 from the test series with different ID0 (optimized)

Campl, Ce, Cp, CY from correlations (2) - (5), 

CN1, CN2, CN3 from a single cyclic test (optimized)

correlations proposed in [24]

cyclic tests, optimized with element test program 

(Table 2, columns 14-20)

Fig. 20: Average deviation between permanent strain εaccpred pre-

dicted by the HCA model and measured permanent strain εaccmeas.
The data from the 22 sands have been evaluated at N = 102,
103, 104 and 105: a) Percentage values |εaccpred − εaccmeas|/ε

acc
meas, b)

Absolute values |εaccpred − εaccmeas|

in [24] (average deviations in percentage: 114, 401 and 1902
% for L14, L15 and L16), leading to the large values of de-
viation in Figure 20 (fourth column). This is due to the fact
that only tests on materials with Cu < 5 were available for
the development of the correlations given in [24]. There-
fore, it is strongly recommended to use the correlations (2)
- (8) given in this paper instead of those proposed in [24],
in particular for materials with Cu ≥ 5.

The last two columns in Figure 20 belong to sets of pa-
rameters partially determined from cyclic tests and par-
tially estimated from Eqs. (2) - (5). Either the parameters
CN1, CN2 and CN3 were determined from a single test on
a medium dense sample with pav = 200 kPa, ηav = 0.75
and qampl = 40 or 60 kPa (fifth column in Figure 20) or the
parameters Ce, CN1, CN2 and CN3 were obtained from the
test series with a variation of initial relative density (last
column in Figure 20). Although the experimental effort for
the parameter calibration is much less in these two cases,
the prediction is only slightly less accurate than in the case
that all parameters are determined experimentally and op-
timized using the element test program. Therefore, a mixed
calibration based on either a single test or three tests with
different initial densities can be recommended for practical
application.

The moderate loss of accuracy connected with the cali-
bration based on a limited number of cyclic tests is accept-
able considering the overall accuracy of geotechnical predic-
tions. Furthermore, the appropriate determination of the
initial relative density profile with depth may be of larger
importance regarding a reliable settlement prediction with
the HCA model compared to the uncertainties stemming
from the parameter calibration procedure. In a future pub-
lication the different sources of uncertainty in connection
with a prediction made with the HCA model will be dis-
cussed in the context of offshore wind power plant founda-
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tions.

8 Summary, conclusions and outlook
The results of approx. 150 drained cyclic triaxial tests with
105 cycles performed on 14 clean quartz sands with dif-
ferent linear grain size distribution curves are presented.
The tested materials had mean grain sizes in the range 0.1
mm ≤ d50 ≤ 3.5 mm and uniformity coefficients in the
range 1.5 ≤ Cu = d60/d10 ≤ 8. For each material, tests
with different stress amplitudes, initial densities and aver-
age stresses were performed.

The test results confirm the findings in [24] that the
average stress ratio ηav = qav/pav is the main influenc-
ing parameter regarding the direction of strain accumula-
tion ε̇accq /ε̇accv . Variations of amplitude, density and average
mean pressure pav do not significantly affect ε̇accq /ε̇accv (see
also [26]). Similar to [24], an increase of the intensity of
strain accumulation ε̇acc = ∂εacc/∂N with increasing strain
amplitude, increasing void ratio, decreasing average mean
pressure and increasing average stress ratio was found for
all tested materials. Comparing the results for the vari-
ous tested granular materials, an increase of the intensity
of strain accumulation with decreasing mean grain size d50
and increasing uniformity coefficient Cu was observed. Fur-
thermore, the curvature of the accumulation curves εacc(N)
in a log-linear plot was found to increase with increasing
Cu.

Not all materials tested in the present study obeyed the
relationship ε̇acc ∼ (εampl)2, i.e. a square dependence of the
strain accumulation rate on strain amplitude. Up to now
such relationship with a fixed exponent 2 had been imple-
mented into the HCA model proposed by Niemunis et al.
[25]. Consequently, an additional material constant Campl

has been introduced into the HCA model describing the

amplitude dependence according to ε̇acc ∼ (εampl)Campl .
The parameters Campl, Ce, Cp, CY , CN1, CN2 and CN3 of
the HCA model have been calibrated based on the cyclic
test data. The test data for eight sands documented in [24]
have also been re-analyzed allowing Campl 6= 2.0. For the 22
sands, the parameter Campl takes values between 1.3 and
2.4 which justifies the introduction of this parameter in the
HCA model.

For a simplified calibration, Wichtmann et al. [24] had
proposed correlations of the HCA model parameters with
d50, Cu and emin, based on the cyclic tests performed on
eight sands. Due to the new parameter Campl these corre-
lations had to be revised. Furthermore, they were extended
by the data from the present study. It is demonstrated that
the improved correlations (Eqs. (2) - (8)) deliver a more ac-
curate prediction of the measured data than those proposed
in [24], in particular for more well-graded granular materi-
als (Cu ≥ 5). Therefore, the use of the new correlations is
recommended for a practical application. Furthermore, it
has been demonstrated that the experimental effort can be
significantly reduced without losing much prediction accu-
racy, if some HCA model parameters (Ce, CN1, CN2 and
CN3) are determined from a limited number (one or three)
of cyclic tests, while the other parameters are estimated
from the correlations (2) - (8).

Finally, it should be stressed that the correlations (2) -
(8) should only be applied within the range of tested d50-
and Cu-values, i.e. 0.1 mm ≤ d50 ≤ 3.5 mm and Cu ≤ 8.
Furthermore, at present these correlations are only valid

for clean quartz sands with subangular grain shape.
It is intended to extend the correlations presented in this

paper in order to consider the influences of a fines content
(up to now only clean quartz sands have been tested) and
of the grain characteristics (e.g. shape, surface roughness,
mineralogy). The respective experimental study will be pre-
sented in a separate publication in future.
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